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# 3F © Use “Multiple Discriminant Analysis” for
Prediction of Corporate Bankruptcy
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iz #9774 o Comment: A brief description of MDA is
not provided. Is it a statistical method? What kinds of questions
can MDA address?”
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The skew normal (SN) distribution is a superset (?) of normal
family that ... Jﬂﬁj %ﬁf IH ?. In the paper “The Skew-normal
Distribution and Related Multivariate Families” by Azzalini, A.
(2005) (ffh= ) provide ... the univariate SN distribution and
some properties. In this presentation, we will understand the

definition (?) of SN distribution by using a useful lemma ({11! [Fﬁ
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..What’s the connection of the lemma with Azzalini), and
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know what is (change to “are” and move to the end of the
sentence) the moment generating function, expectation, variance

of SN distribution.
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# 47 ! Line and Hyper-Plane Fitting ( not coherent!)
Gradient method and Newton method
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In statistics, like Regression analysis, to know (how about explore?)
the relationship between vatiables, (ff= Fi]) use the mean square
error to do (Wrong statement! Why not using the Imethod
minimizing sum of squared errors) line or hyper-plane fitting
(connection with regression analysis is not clear?) and use the
concept on iterative approach for modeling the function of data
distribution (Why? ﬁ"JE'ITAj: it the relationship between variables,
not data distribution).  (EERLFIN 7 A¥H)

References: program of Numerical Analysis (“f\ZJﬁ‘Yj/‘ What is it? A

book or a program (in Matlab or something else?)
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# 4% ! Function Approximation Use
Levenberg-Marquardt Learning =~ Radial
Basis Function
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References:

LB ERPRRT RH
Soft margins for AdaBoost by G. Ratsch, T. Onoda and K.-R. Muller
(Year? Publisher? Italic font for title. )

Pl E R RASME KRR
E}K : % | >:< >:< >:< 5¢990611C




